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Abstract: In this study, we explore the epidemic spread of the coronavirus using the Caputo fractional variable order derivative as variable order derivative provides a natural extension to classical as well as fractional order derivatives. Using the variable order derivatives in investigation of biological models of infectious diseases is an important area of research in the current time. Using the fixed point technique, we discuss the existence and uniqueness of solution to the corona virus infectious disease 2019 environmental transformation model. In order to demonstrate the existence and novelty of our findings, we examine the results numerically and graphically with the help of Euler’s method. There are several graphs provided that are related to different variable orders.
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1 Introduction

Millions of individuals were affected by an outbreak of a serious respiratory ailment that started in December 2019 in Wuhan, China. A noval coronavirus was discovered to be the cause. After the severe acute respiratory syndrome coronavirus (SARS-CoV), which appeared in 2002 and spread to 37 countries, and the Middle East respiratory syndrome coronavirus (MERS-CoV), which appeared in 2012 and spread to 27 countries, this is the third zoonotic human coronavirus to appear in the twenty-first century. The signs and symptoms of corona virus infectious disease 2019 (COVID-19) infections frequently include a dry cough, fever, tiredness, breathing issues, and, in severe cases, bilateral lung infiltration. These symptoms are comparable to those of MERS-CoV and SARS-CoV infections [1]. Additionally, some people also had non-respiratory symptoms, such a sore throat, nausea, vomiting, and diarrhea [2,3].

Since the pandemic began, there has been a sharp rise in the number of infections caused by the coronavirus disease. On January 23, 2020, the Chinese government issued a daring order to place Wuhan and 15 other cities in Hubei under lockdown to curb the spread of the pandemic. The restriction on movement for more than 50 million people in central China is regarded as the largest quarantine in history. On January 30, 2020, the World Health Organization (WHO) formally deemed the coronavirus outbreak a Global Public Health Emergency of International Concern [4]. As of February 10, the total number of confirmed coronavirus cases in China surpassed 42,600 individuals [5]. The dynamics of COVID-19’s infection are complicated by a number of elements, which makes it harder to control the disease. First, while it is commonly believed, the source of the illness is still unknown. The outbreak was started by wild creatures including bats, civets, and minks [6]. Second, according to clinical data, this condition takes between 2 and 14 days to develop. Infected persons may not have any symptoms or be unaware of their infection during this time, but they have still the capability of spreading the illness to other person [7]. Third, there are presently no antiviral medications or vaccinations available due to the recent discovery of virus. Determining and isolating symptomatic patients as soon as possible is therefore crucial for disease management. In January 2020, a significant portion of the population (hundreds of millions for the entire nation and millions for the entire city of Wuhan) traveled, which
made the possibility of widespread infection transmission plausible in the past. The sickness outbreak happened just before the Spring Festival, which is China’s most important festival and is commonly referred to as the Lunar New Year.

To help the health departments, and physicians, researchers of physical sciences are also trying to investigate the transmission dynamics and predict the future planning to control such diseases. In this regard, this has already been the subject of several modeling studies for the COVID-19 epidemic. The susceptible exposed infected and recovered model was created in the study by Wu et al. [8] to comprehend the dynamics of disease transmission. Based on data provided between December 31, 2019, and January 29, 2020, they predicted the national and worldwide spread of the disease. They also estimated that COVID-19’s fundamental reproductive number was roughly 2.68 based on data fitting to an SEIR model with the supposition that the daily time steps are Poisson-distributed. Tang et al. [9] computed the numerical values of reproductive number. A fractional order slide mode controller was studied by Ahmed et al. [10]. They learn that interference strategies, such as rigorous contact tracking followed by isolation and quarantine, can successfully lower the transmission risk and the control reproduction number, which may reach 6.47. Khan et al. [11] used computer modeling to predict the various epidemic pathways. Additionally, Guo et al. [12] created a system with deep learning to assess the new coronavirus’s infectiousness and forecast its prospective hosts. Their findings suggest that minks may possibly be an animal host for this virus. These models, for the most part, have demonstrated the crucial importance of the direct human-to-human transference route in this outbreak, which is further supported by the observation that the majority of people affected had no connections at all (we refer to ref. [13]). Since in the Wuhan markets, the number of cases has been rapidly increasing, and more than 20 other countries have also been affected in addition to every province in China. In particular, the COVID-19 incubation period, during which a person is exposed to the virus and when their symptoms start to manifest, ranges from 1 to 14 days. They can spread the illness to others through direct touch with ease during this time. During this time, they are symptom-free and unaware of their sickness. However, the models that have been made public so far do not take the COVID-19 gearbox’s relationship to the climate into consideration. Although the majority of infected person did not wear masks and social distances. Worse still, there is a chance that the virus might remain viable in the environment for many days, raising the danger of infection through fomites and surfaces [14]. According to Geller et al. [15], SARS-CoV has been proven to be able to endure in such conditions. Strong evidence for the environmental survival of pathogens was found in a recent study that examined 22 different coronavirus types and discovered that coronaviruses such as SARS-CoV and MERS-CoV, and endemic human coronaviruses can survive for up to 9 days on inanimate surfaces such as metal, glass, or plastic. Additionally, a novel coronavirus that may contaminate the aquatic environment has been found in the stool of some sick persons, according to Ellerin, making fecal-oral contact a potential route of transmission for this illness [16].

A novel mathematical model for COVID-19 is proposed by Yang and Wang [17] that incorporates many transmission channels, including both the human to human and environment to human routes. In specific, they established an environmental compartment that is concerned with the concentration of pathogens in the reservoir of the environment. According to our examination, the coronavirus pandemic in humans is classified as follows: the term “susceptible” refers to the group of people who are most likely to develop the disease and are represented by $X$; exposure is the word used for people who are infected but do not yet show symptoms and are represented by $Y$; those with fully developed disease signs fall under the category of infection and are represented by $I$; those who have recovered from the illness are represented by $M$; and the viral load in the environment is denoted by the letter $Q$. For the transmission of the coronavirus discussed in the study by Yang and Wang [17], the classical, or integer order, model can be stated as follows:

$$\begin{align*}
\frac{dX}{dt} &= \Lambda - \delta X(t)Y(t) - \beta X(t)Z(t) - \nu X(t)Q(t) - \sigma X(t), \\
\frac{dY}{dt} &= \delta X(t)Y(t) + \beta X(t)Z(t) - (\alpha + \sigma)Y(t), \\
\frac{dZ}{dt} &= \alpha Y(t) - q Z(t), \\
\frac{dM}{dt} &= \eta Z(t) - \alpha M(t), \\
\frac{dQ}{dt} &= m_Y Y(t) + m_Z Z(t) - \mu Q(t),
\end{align*}$$

and initial values as

$$X(0) = X_0 \geq 0, \quad Y(0) = Y_0 \geq 0, \quad Z(0) = Z_0 \geq 0, \quad M(0) = M_0 \geq 0, \quad Q(0) = Q_0 \geq 0.$$
This is common in physics, engineering, economics, and other fields. Fractional derivatives provide a mathematical framework for capturing these complex dynamics, making them a powerful tool for analysis and modeling. There exists a wide area of literature that explores the different forms of fractional derivatives and their applications [18,19]. It is crucial to observe that each of the fractional derivative order definition has its benefits as well as drawbacks. Using fractional order derivatives many authors have studied various models like we refer to previous studies [20–23].

A variable order fractional derivative and integral first proposed by Samko and Ross [24] extended the constant order RL-integration to variable order. The variable order integral was then used to define the variable order RL-differential operator. This type of derivative is useful in modeling complex systems that exhibit behaviors that change over time or space. The fractional variable order derivative is a powerful tool for modeling complex systems that exhibit non-local and non-linear behavior. Its applications are vast and diverse, and it has the potential to revolutionize the way we understand and model complex systems in various fields. Coimbra [25] proposed the variable order Caputo differential operator to address some of the limitations of the variable order RL-fractional derivative. While the Caputo-fractional derivative is a valuable tool, it does have some limitations. The Caputo–Fabrizio (CF) variable order fractional derivative [26,27] was introduced to address some of the limitations of the Caputo-fractional derivative in certain situations. This derivative has the standard properties of classical derivatives. The CF-fractional derivative is a non-local operator that is defined in terms of an exponential decay kernel. Unlike the classical CF-fractional derivative, it does not involve singularities at the initial time. This makes it more suitable for describing physical phenomena where the memory fades away exponentially. Since variable order operators are the natural extension of classical ordinary as well as fractional order such operators are used as a sophisticated tool to study the dynamical systems of infectious disease. Recently, Bushnaq et al. [28] studied a two-compartment SI model of COVID-19 using variable order derivative. For more significant contribution using variable orders derivatives, we refer to previous studies [29–31].

Motivated from the aforementioned importance and applications of variable order differentiations and integrations, we consider Model 1 under the variable order and subject to the same initial data as:

\[
\begin{align*}
[D_{t}^{\theta(t)}X(t)] &= \Lambda - \delta X(t)Y(t) - \beta X(t)Z(t) - \nu X(t)Q(t), \\
[D_{t}^{\theta(t)}Y(t)] &= \delta X(t)Y(t) + \beta X(t)Z(t) - (\alpha + \sigma)Y(t), \\
[D_{t}^{\theta(t)}Z(t)] &= \alpha Y(t) - q Z(t), \\
[D_{t}^{\theta(t)}M(t)] &= \eta Z(t) - \sigma M(t), \\
[D_{t}^{\theta(t)}Q(t)] &= m_{1}Y(t) + m_{2}Z(t) - \mu Q(t),
\end{align*}
\]

(2)

where \( \theta : [0, T] \rightarrow (0, 1) \) is the continuous function in \( x \in [0, T] \). We first establish the existence theory for the considered model using the Banach and Schaefer fixed point theorems (for details, we refer to Schaefer [32]). Furthermore, for numerical interpretation, we use Euler’s method. The corresponding results are presented graphically using MatLab. In addition, we state that relevant applications of variable order problems and their numerical analysis have been done in the last few years very well. In this regard, we refer to some significant work as previous studies [33–37]. Following the mentioned work, we also attempt on the numerical investigation of our considered model using Euler’s method and present the obtained results graphically for various variable orders.

2 Preliminaries

In this section, we recall some basic facts, results, and definitions.

**Theorem 2.1.** [32] Let \( \Lambda \subseteq \Xi \) be a nonempty convex, closed and bounded set, then a complete continuous operator \( Y : \Lambda \rightarrow \Lambda \) with \( Y(\Lambda) \subseteq \Xi \) has a fixed point in \( \Lambda \).

**Definition 2.2.** [24] Let \( \theta : [0, T] \rightarrow (0, 1] \) be continuous function, then variable order integration for \( f \in L[0, T] \) is defined as:

\[
I_{t}^{\theta(t)}f(t) = \frac{1}{\Gamma(\theta(t))}\int_{0}^{t}(t - \varsigma)^{\theta(t)-1}f(\varsigma)d\varsigma, \quad \forall x, t \in [0, T],
\]

such that the right-hand side converges pointwise.

**Definition 2.3.** [33] For the continuous function \( \theta : [0, T] \rightarrow (0, 1] \), variable order derivative for \( f \in C[0, T] \) is defined by:

\[
D_{t}^{\theta(t)}f(t) = \frac{1}{\Gamma(1 - \theta(t))}\int_{0}^{t}(t - \varsigma)^{-\theta(t)}f(\varsigma)d\varsigma, \quad \forall x, t \in [0, T],
\]

provided that the integral on right-hand side converges.
Lemma 2.3.1. [34] If $\theta : [0, T) \rightarrow (0, 1)$, $h \in L[0, T]$, and $f \in C[0, T] \cup L(0, T)$, then the solution of variable order problem

$$D_t^{(x)} f(t) = h(t), \quad x, t \in [0, T],$$

is described as:

$$f(t) = a_0 + \frac{1}{\Gamma(\theta(x))} \int_0^t (t - \xi)^{(\theta(x)-1)}f(\xi)d\xi, \quad x, t \in [0, T].$$

3 Qualitative analysis

The qualitative theory of the existence of a solution to a dynamical system, which enables us to determine whether a problem has a solution or not, is a significant outcome of the applied analysis. A crucial technique for determining the existence and uniqueness of the solution to a dynamical system in this context is fixed point theory. First, we create the model (2) as:

$$\begin{cases}
D_t^{(x)} X(t) = \mathcal{B}(X, Y, Z, M, Q), \\
D_t^{(x)} Y(t) = \mathcal{B}(X, Y, Z, M, Q), \\
D_t^{(x)} Z(t) = \mathcal{B}(X, Y, Z, M, Q), \\
D_t^{(x)} M(t) = \mathcal{B}(X, Y, Z, M, Q), \\
D_t^{(x)} Q(t) = \mathcal{B}(X, Y, Z, M, Q),
\end{cases}$$

(3)

where $\mathcal{B}(X, Y, Z, M, Q) = \lambda - \beta Y - \gamma Z - \alpha X$, $\mathcal{B}(X, Y, Z, M, Q) = \delta Y + \beta X - (\alpha + \sigma)Y$, $\mathcal{B}(X, Y, Z, M, Q) = \eta Z - \alpha M$, and $\mathcal{B}(X, Y, Z, M, Q) = m_1 Y + m_2 Z - \mu Q$. Now, applying variable order integral $I_t^{(x)}$ to both sides of the model (3), we obtain

$$\begin{align*}
X(t) &= X_0 + \frac{1}{\Gamma(\theta(x))} \int_0^t (t - \xi)^{(\theta(x)-1)}[\mathcal{B}(X, Y, Z, M, Q)]d\xi, \\
Y(t) &= Y_0 + \frac{1}{\Gamma(\theta(x))} \int_0^t (t - \xi)^{(\theta(x)-1)}[\mathcal{B}(X, Y, Z, M, Q)]d\xi, \\
Z(t) &= Z_0 + \frac{1}{\Gamma(\theta(x))} \int_0^t (t - \xi)^{(\theta(x)-1)}[\mathcal{B}(X, Y, Z, M, Q)]d\xi, \\
M(t) &= M_0 + \frac{1}{\Gamma(\theta(x))} \int_0^t (t - \xi)^{(\theta(x)-1)}[\mathcal{B}(X, Y, Z, M, Q)]d\xi, \\
Q(t) &= Q_0 + \frac{1}{\Gamma(\theta(x))} \int_0^t (t - \xi)^{(\theta(x)-1)}[\mathcal{B}(X, Y, Z, M, Q)]d\xi.
\end{align*}$$

The aforementioned system can be represented as:

$$\mathcal{B}(t) = \mathcal{B}_0 + \frac{1}{\Gamma(\theta(x))} \int_0^t (t - \xi)^{(\theta(x)-1)}\mathcal{D}(\xi, \mathcal{B}(\xi))d\xi, \quad (4)$$

where $\mathcal{B}(t)$ is one of $X(t), Y(t), Z(t), M(t)$, and $Q(t)$, $\mathcal{B}_0$ is one of $X_0, Y_0, Z_0, M_0$, and $Q_0$, and $\mathcal{D}(t, \mathcal{B}(t))$ is one of $\mathcal{B}(X, Y, Z, M, Q), \mathcal{B}(X, Y, Z, M, Q), \mathcal{B}(X, Y, Z, M, Q).$

Figure 1: Graphical representation of the estimated $X$ solution using several variable orders.
Furthermore, we suppose a bounded and closed set $[0, T]$. Additionally, let $\mathcal{D} = C([0, T] \times \mathbb{R}^3, \mathbb{R})$ be a Banach space with the norm $\|\xi\| = \max_{t \in [0, T]} \|\xi(t)\| : \xi = (X, Y, Z, M, Q), T > 0$. Now, to establish the existence results for the model (2), we assume the following assertions:

(A1) For every $B, \bar{B} \in \mathcal{D}$, there exists constant $C_{\mathcal{D}} > 0$ such that

$$|\mathcal{D}(t, B(t)) - \mathcal{D}(t, \bar{B}(t))| \leq C_{\mathcal{D}} \|B - \bar{B}\|.$$  

(A2) For every $B \in \mathcal{D}$, there exists constant $\mathcal{H}_{\mathcal{D}}, \mathcal{J}_{\mathcal{D}} > 0$ such that

$$|\mathcal{D}(t, B(t))| \leq \mathcal{H}_{\mathcal{D}} \|B\| + \mathcal{J}_{\mathcal{D}}.$$  

**Theorem 3.1.** In view of hypothesis $(A_2)$, Model (2) has at least one solution.

**Proof.** Assume that $B = \{B \in \mathcal{D} : \|B\| \leq r\}$, with $r \geq \frac{2\beta_0 \Gamma(\theta(x) + 1) + r^{\theta(x)}(\mathcal{J}_{\mathcal{D}} + \mathcal{H}_{\mathcal{D}})}{\Gamma(\theta(x) + 1)}$. Define the operator $A : B \rightarrow B$ as:

**Figure 2:** Graphical representation of the estimated $Y$ solution using several variable orders.

**Figure 3:** Graphical representation of the estimated $Z$ solution using several variable orders.
\[ \mathfrak{A}(\mathcal{B}) = \mathcal{B}_0 + \frac{1}{\Gamma(\theta(x))} \int_0^t (t - \theta(x)^{-1}) \mathcal{D}(q, \mathcal{B}(q)) dq. \quad (5) \]

Then, for every \( \mathcal{B} \in \mathcal{B} \), we have

\[
|\mathfrak{A}(\mathcal{B})| \leq |\mathcal{B}_0| + \frac{1}{\Gamma(\theta(x))} \int_0^t (t - \theta(x)^{-1}) |\mathcal{D}(\mathcal{B})| dq \\
\leq |\mathcal{B}_0| + \frac{T_{\theta(x)}}{\Gamma(\theta(x)) + 1} [\mathcal{D}_B \mathcal{B}] + \mathcal{B}_G \\
= |\mathcal{B}_0| + \frac{T_{\theta(x)}}{\Gamma(\theta(x)) + 1} [\mathcal{D}_B \mathcal{B} + \mathcal{B}_G] \\
\leq |\mathcal{B}_0| + \frac{T_{\theta(x)}}{\Gamma(\theta(x)) + 1} [\mathcal{D}_B r + \mathcal{B}_G] \\
\leq r,
\]

i.e., \( |\mathfrak{A}(\mathcal{B})| \leq r \), and hence, \( \mathfrak{A}(\mathcal{B}) \in \mathcal{B} \). Therefore one has \( \mathfrak{A}(\mathcal{B}) \subseteq \mathcal{B} \). Also, it is obvious that \( \mathcal{B} \) is bounded. Assume that \( t_m, t_n \in [0, T] \), such that \( t_m < t_n \in [0, T] \), then consider

\[
|\mathfrak{A}(\mathcal{B})(t_n) - \mathfrak{A}(\mathcal{B})(t_m)| \\
= \left| \frac{1}{\Gamma(\theta(x))} \int_0^t (t_n - \theta(x)^{-1}) \mathcal{D}(q, \mathcal{B}(q)) dq - \frac{1}{\Gamma(\theta(x))} \int_0^t (t_m - \theta(x)^{-1}) \mathcal{D}(q, \mathcal{B}(q)) dq \right| \\
\leq \left[ \frac{1}{\Gamma(\theta(x))} \int_0^t [(t_n - \theta(x)^{-1}) - (t_m - \theta(x)^{-1})] \mathcal{D}(q, \mathcal{B}(q)) dq \right] \\
+ \left[ \frac{1}{\Gamma(\theta(x))} \int_0^t (t_m - \theta(x)^{-1}) \mathcal{D}(q, \mathcal{B}(q)) dq \right] \\
\leq \left( \frac{T_{\theta(x)}}{\Gamma(\theta(x)) + 1} \right) [t_n^\theta(x) - t_m^\theta(x) + 2(t_n - t_m)^{\theta(x)}].
\]

As \( t_m \to t_n \), then right-hand side goes to zero in the aforementioned equation. Also, \( \mathfrak{A} \) is bounded and continuous. Therefore,

\[
||\mathfrak{A}(\mathcal{B})(t_n) - \mathfrak{A}(\mathcal{B})(t_m)|| \to 0, \quad \text{as} \quad t_m \to t_n.
\]

---

**Figure 4:** Graphical representation of the estimated \( M \) solution using several variable orders.
Thus, \( A \) is completely continuous function. Therefore, by Theorem 2.1, \( A \) has a fixed point. Consequently, Model (2) has at least one solution. □

**Theorem 3.2.** In view of hypothesis (\( A_1 \)), Model (2) has a unique solution if \( \frac{\epsilon_0 \Gamma(\theta(x))}{\Gamma(\theta(x) + 1)} < 1. \)

**Proof.** We define the operator \( \mathcal{F}: \mathbb{D} \to \mathbb{D} \) as:

\[
\mathcal{F}(\mathcal{B}) = \mathcal{B}_0 + \frac{1}{\Gamma(\theta(x))} \int_0^t (t-q)^{\theta(x)-1} D(q, \mathcal{B}(q)) dq.
\]

Proceeding, we take \( \mathcal{B}, \mathcal{B} \in \mathbb{D} \), and consider

\[
\|\mathcal{F}(\mathcal{B}) - \mathcal{F}(\mathcal{B})\| = \max_{t \in [0,T]} \left| \frac{1}{\Gamma(\theta(x))} \int_0^t (t-q)^{\theta(x)-1} D(q, \mathcal{B}(q)) dq - \frac{1}{\Gamma(\theta(x))} \int_0^t (t-q)^{\theta(x)-1} D(q, \mathcal{B}(q)) dq \right|
\]

\[
\leq \max_{t \in [0,T]} \left| \frac{1}{\Gamma(\theta(x))} \int_0^t (t-q)^{\theta(x)-1} D(q, \mathcal{B}(q)) dq - \mathcal{D}(q, \mathcal{B}(q)) dq \right|
\]

\[
\leq \frac{\epsilon_0 \Gamma(\theta(x))}{\Gamma(\theta(x) + 1)} \| \mathcal{B} - \mathcal{B} \|.
\]

Since \( \frac{\epsilon_0 \Gamma(\theta(x))}{\Gamma(\theta(x) + 1)} < 1 \), which yields that \( \mathcal{F} \) is a contraction. As a conclusion by the Banach contraction principle, the proposed model (2) has a unique solution. □

### 4 Interpretation via numerical scheme

The numerical outcomes of a variable order system can be computed using a variety of numerical approaches. Here, we analyze Model (2) solution using the fractional Euler’s approach [28]. The formula for Euler’s approach to the Caputo fractional variable order derivative is as follows:

\[
t_{j+1} = t_j + h,
\]

\[
f(t_{j+1}) = f(t_j) + \frac{h^{\theta(x)}}{\Gamma(a+1)} G(t_j, f(t_j)), \quad j = 0, 1, \ldots, n
\]

\[
- 1,
\]

where \( h \) is a step size. It can be easily observed that for \( \theta(x) = 1 \), the aforementioned approach becomes the standard Euler approach. Now, using the beginning
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circumstances and parameter values, we numerically solve the fractional Model (2). Using the values as \( \Lambda = 271.23, \delta = 3.11 \times 10^{-8}, \beta = 0.62 \times 10^{-8}, \nu = 1.03 \times 10^{-8}, \sigma = 3.01 \times 10^{-5}, \alpha = \frac{1}{2}, q = 0.01, \eta = \frac{1}{15}, m_1 = 2.30, m_2 = 2.30, m_3 = 0, \mu = 1, X_0 = 7.50 \text{ mm}, Y_0 = 24.39 \text{ mm}, Z_0 = 5.63 \text{ mm}, M_0 = 0.52 \text{ mm}, \) and \( Q_0 = 3.50 \text{ mm}, \) now, the fractional Model (2) with the iterative Formula (7) becomes

\[
X(t_{i+1}) = X_0 + \frac{h^\theta(x)}{\Gamma(\theta(x) + 1)} \left( 271.23 - 3.11 \times 10^{-8}X(t_i)Y(t_i) - 0.62 \times 10^{-8}X(t_i)Z(t_i) - 1.03 \times 10^{-8}X(t_i)Q(t_i) - 3.01 \times 10^{-5}X(t_i) \right),
\]

\[
Y(t_{i+1}) = Y_0 + \frac{h^\theta(x)}{\Gamma(\theta(x) + 1)} \left( 3.11 \times 10^{-8}X(t_i)Y(t_i) + 0.62 \times 10^{-8}X(t_i)Z(t_i) - \left( \frac{1}{15} + 3.01 \times 10^{-5} \right)Y(t_i) \right),
\]

\[
Z(t_{i+1}) = Z_0 + \frac{h^\theta(x)}{\Gamma(\theta(x) + 1)} \left( \frac{1}{15} Y(t_i) - 0.01Z(t_i) \right),
\]

\[
M(t_{i+1}) = M_0 + \frac{h^\theta(x)}{\Gamma(\theta(x) + 1)} \left( \frac{1}{15} Z(t_i) - 3.01 \times 10^{-5}M(t_i) \right),
\]

\[
Q(t_{i+1}) = Q_0 + \frac{h^\theta(x)}{\Gamma(\theta(x) + 1)} \left( 2.30Y(t_i) + 0Z(t_i) - Q(t_i) \right),
\]

where \( x \in [0, T]. \) By solving the aforementioned iterative system, the numerical solution for different values of \( \theta(x) \) is obtained using MatLab.

Using different choices of fractional order, we have graphically illustrated the approximate solutions for the various compartments of the proposed model \( \theta(x) \) in Figures 1–5. The decay in susceptible population with variable orders is shown in Figure 1. In the same way, we observe decline in the density of class \( Y \) (see Figure 2). Moreover, the increase or growth has been appeared in other three compartments in Figures 3–5, respectively. From these interpretations, we conclude that variable orders are more legalistic approach to investigate dynamical systems numerically.

5 Conclusion

For a dynamical model of COVID-19, we have constructed a qualitative examination of the existence and uniqueness of solution. In addition to understand the transmission dynamics of the proposed model, we have used Euler’s numerical method. Variable order differentiation, equivalent to a continuous function, has been used as \( \theta : [0, T] \to (0, 1]. \) We have used the fixed point theory for the qualitative results. Because using the fixed point theory, we can investigate the existence of solution to the considered problem.

In addition, Euler’s method was extended to establish a numerical scheme for graphical presentation to various classes of the considered model. We have presented the numerical solution graphically by considering three variable order values such as \( \theta(x) = 1 - \sin(x), 1 - 2 \cos(x), \) and \( 1 - \exp(-50x), \) \( x \in [0, T] \) in Figures 1–5, respectively. From graphical presentation, the concerned dynamical behavior of decay in susceptible exposed classes, while growth in the compartments \( Z, M, \) and \( Q \) can be clearly observable. In the future, we will extend our aforesaid analysis to variable order fractals-fractional model for more sophisticated analysis and the complex geometry involved behind it.
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